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Deteccidn del Virus de la Mancha
Anular en la Papaya Mediante una
Red Neuronal Convolucional

RESUMEN: México es uno de los prin-
cipales productores de papaya en el
mundo, posicionandose en el cuarto
lugar en el ranking global. Este articu-
lo explora el uso de redes neuronales
convolucionales mediante el modelo
pre-entrenado YOLOv11 para la detec-
cién del virus de la mancha anular en
el cultivo de papaya (PRSV). El mode-
lo fue entrenado con 2,880 imagenes
que incluyen plantas infectadas y sa-
nas, logrando una exactitud del 96.6%.
Los resultados muestran una robusta
capacidad de distinguir con eficacia
entre ejemplares afectados por el virus
y plantas saludables. Los modelos de
aprendizaje profundo permiten proce-
sar volumenes significativos de datos
de imagenes de forma rapida y reali-
zar evaluaciones con un alto grado de
exactitud, lo que optimiza la deteccién
de plantas danadas.
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ABSTRACT: Mexico is one of the world’s leading pro-
ducers of papaya, ranking fourth globally. This arti-
cle explores the use of convolutional neural networks
through the pre-trained YOLO model to detect Papaya
Ringspot Virus (PRSV) in papaya crops. The model was
trained with 2,880 images of papaya plants infected
with PRSV and healthy plants, achieving a high accu-
racy of 96.6%. The model is capable of distinguishing
effectively between a plant that is infected with the virus
from a healthy one. Deep learning models are capable
of processing large volumes of image data quickly and
performing evaluations with a high degree of accuracy,
optimizing the detection of diseased plants.
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INTRODUCCION
El cultivo de papaya es susceptible al padecimiento de una
gran variedad de plagas y enfermedades de réapido de-
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sarrollo. La temprana deteccion de dichas plagas
y enfermedades traen consigo multiples beneficios,
entre los que se destaca la reduccién de costos al
ahorrar en plaguicidas, lo que, a su vez, contribuye
a salvaguardar la salud de los consumidores redu-
ciendo la presencia de los contaminantes derivados
de estos productos [1], manteniendo el control de la
enfermedad, evitando su propagacion.

El papayo (Carica papaya L.) es una planta herbacea
tropical nativa de México y Centroamérica [2]. Mé-
xico en particular es uno de los principales produc-
tores de papaya en el mundo, posicionandose en el
cuarto lugar a nivel mundial [3].

El virus de la mancha anular en el cultivo de papaya
(PRSV) ocupa el primer lugar a nivel mundial por su
facilidad de transmision, amplia distribucion e impor-
tantes pérdidas de hasta el 100% en postcosecha y
del 30% al 40% en cultivo [4].

Actualmente, no existe tratamiento quimico capaz
de eliminar el virus por completo, la Unica forma co-
nocida para su control es retirando y quemando por
completo el cultivo infectado, de esa forma se evita
Su propagacion a los cultivos sanos [1].

El método mas simple para la deteccién de plagas
y enfermedades es a través de la deteccion visual
de los sinfomas de dichas afecciones, sin embargo,
este método depende completamente de la expe-
riencia del observador y es propensa a sesgos [5].

El desarrollo tecnologico ha conllevado una moder-
nizacién de la agricultura [6]. La vision arfificial mas
particularmente ha tenido un importante papel en la
deteccién de plagas y enfermedades en multiples
cultivos, generando multiples proyectos que han lo-
grado una deteccion precisa.

En el trabajo de Hossen [7], se desarrolla un modelo
de red neuronal convolucional con 30 épocas para
la defeccion de cinco enfermedades en el cultivo
de papaya, entre las que se encuentra el virus de
la mancha anular. El trabajo se realizd con un total
de 234 imagenes recolectadas de dataset publicas.
Para evitar la distribucion de las imagenes en 6 cla-
ses, se optd por hacer una clasificacion binaria en-
tre las plantas sanas y enfermas. Lograron obtener
un 91% de precision, concluyendo que su modelo
posee la capacidad de diferenciar cultivos sanos de
los enfermos.

Por su parte, Ajo Flores [8] decidido combinar técni-
cas moleculares (RT-PCR) con modelos de aprendi-
zaje profundo. Para llevar a cabo el trabajo, se reco-
lectaron imagenes multiespectral con un dron, para
posteriormente hacer uso del modelo pre-entrena-
do YOLOVS8 para la identificacion de los cultivos de
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papayo, obteniendo una precisién del 91%. Una vez
identificado el cultivo, se emplearon los resultados
de las pruebas RT-PCR para identificar los cultivos
que poseyeran el PRSV, obteniendo un 86% de pre-
cision.

Ambos trabajos demuestran resultados positivos
para la identificacion de enfermedades en el cul-
tivo de papaya, sin embargo, en ambos casos se
observan areas de oportunidad para mejora. En el
caso del tfrabajo de Hossen [7], se plantea la amplia-
cion del volumen del conjunto de datos, ya que se
considera que el volumen que obfuvieron es poco
representativo y muy limitante. Ademas se plantea
generar uno personalizado para el enfoque de este
proyecto, para de esa forma evitar el uso de image-
nes generadas por inteligencia artificial. Por parte
del trabajo de Ajo Flores [8], se haré uso del mismo
modelo pre-entrenado, economizando el proyecto,
sustituyendo el uso de drones por teléfonos movi-
les, ademas de implementar el modelo directamen-
te para la identificacion del PRSV.

El proyecto surge de la necesidad existente de fa-
cilitar la deteccion temprana del PRSV en huertas
de la regién de Coahuayana, Michoacan. La rapida
propagacién de esta enfermedad en los cultivos lo-
cales ha ocasionado pérdidas economicas signifi-
cativas, llegando incluso a contagiar la totalidad de
cultivos productivos. Debido al nivel de impacto que
tiene el PRSV en la produccidén y ganancias en el
cultivo de papayo, el desarrollo de herramientas de
bajo costo y métodos eficientes para su identifica-
cion oportuna se vuelve esencial. La implementa-
cion de herramientas accesibles y precisas podrian
mitigar el impacto del virus, contribuyendo asi a la
seguridad alimentaria y el desarrollo econdmico de
la region.

Se plantea la hipotesis que un modelo pre-entrena-
do puede detectar exitosamente la enfermedad del
virus de la mancha anular en cultivos de papaya con
una exactitud comparable o superior a los métodos
tradicionales.

El objetivo principal del presente trabajo es imple-
mentar y evaluar un modelo convolucional pre-en-
trenado para la deteccion del PRSV en hojas vy fru-
tos de la papaya, como base para el desarrollo de
un aplicativo mévil de apoyo a agricultores locales.
Esto con la infencion de incrementar la economia
local, y mejorar la salud alimentaria de la zona.

MATERIAL Y METODOS

A través de una revision sistematica de la literatu-
ra, se observa que numerosos estudios que imple-
mentan modelos de redes neuronales convolucio-
nales y reportan resultados exitosos han adoptado
la metodologia CRISP-DM, mostrada en la Figura 1.
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En consecuencia, este trabajo se basa en dicha me-
todologia, la cual se estructura en las siguientes fa-
ses: comprension del problema, comprension de los
datos -que abarca la adquisicién y el etiquetado de
las imagenes—-, preparacién de los datos -mediante
técnicas de preprocesamiento de imagenes-, mo-
delado, evaluacion del modelo -utilizando metricas
de rendimiento como precisién (accuracy)-, y des-
pliegue del modelo.
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Figura 1. CRISP-DM.
Fuente: Recuperada de Kaleb Schuliz [10].

ENTERPRISE KNOWLEDGE

En este trabajo, se decidié utilizar el modelo pre-en-
trenado YOLO en su decimoprimera version (YO-
LOv11), especificamente en su variante classify nano
(yolo1in-cls.pt), debido a que, hasta el momento de
la implementacioén, la decimosegunda version (YO-
LOv12) aun no contaba con una version estable para
tareas de clasificacion. De acuerdo con los resul-
tados obtenidos por Madhu & Ravisankar [9], YO-
LOv5 demostro una superioridad en la deteccion de
enfermedades en cultivos de algodon, superando
a ResNetb0 y VGG16. En el trabajo de Ajo Flores
[8] YOLOvV8 demostrd un sélido desempeno en la
deteccién de PRSV por lo que se considera un mo-
delo 6ptimo para implementar. Ultralytics en su do-
cumentacion en el momento de la elaboracion de
este trabajo comentaba que los recientes modelos
YOLO ofrecen un mejor rendimiento de vanguardia
(SOTA) en varias tareas, entre ellas la detecciéon de
objetos, la segmentacion, la estimacion de la pose,
el seguimiento y la clasificacion [11]. Pese a que la
mayoria de las investigaciones que han implementa-
do YOLO utilizan versiones anteriores, se cree que
las mejoras que presenta la version 11 se veran re-
flejadas en el entrenamiento y resultados, a su vez,
este estudio se realiza con fines de investigacion,
buscando visualizar el rendimiento y precision de
decimoprimera versién en la tarea de clasificacion
e incentivar su uso para futuras investigaciones. En
la Figura 2 se muestra la arquitectura implementada
por YOLOvV11.
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Figura 2. Arquitectura YOLOv11.
Fuente: Recuperada de Hidayatullah, Syakrani, Sholahuddin,
Gelar, & Tubagus [12].

El modelo YOLOv1l fue enfrenado con un conjunto
enriquecido de imagenes obtenidas directamente
por los autores en condiciones reales de campo, lo
que refuerza la aplicabilidad del modelo en esce-
narios reales de produccion agricola. En contraste
con investigaciones previas, como la realizada por
Hossen [7], donde se han desarrollado modelos de
redes neuronales convolucionales para la clasifica-
cion de diversas enfermedades en los cultivos, este
trabajo se enfoca exclusivamente en la deteccion
del PRSV. Esta decisidon responde a la alta tasa de
pérdidas econdmicas que esta enfermedad gene-
ra en los cultivos de papaya, asi como a su rapi-
da propagacion, lo que hace prioritaria la deteccion
temprana y precisa para la implementacion de de
medidas de control eficaces.

Una de las principales diferencias metodologicas
con respecto a estudios previos radica en el uso de
fotografias capturadas directamente en huertas de
cultivo de papaya, asegurando asi que las condicio-
nes de iluminacién, angulos de camara y calidad de
imagen sean representativas del entorno en el que
los agricultores implementarian el modelo. Este en-
foque busca mejorar la capacidad del modelo para
generalizar su aprendizaje y ofrecer un desempeno
robusto en situaciones reales de campo. La hoja y
el fruto fueron los objetos de interes para estos mo-
delos de clasificacion.
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Adquisicién y etiquetado de imagenes

Se recopild un conjunto de 1200 iméagenes utilizan-
do tres camaras de teléfonos celulares inteligentes,
de las cuales 600 corresponden a hojas y frutos de
cultivos de papayo afectados por el PRSV y 600 a
muestras de hojas y frutos en estado saludable. En
las figuras 3 y 4 se muestran ejemplos de fotos to-
madas. La seleccion de teléfonos celulares inteligen-
tes como dispositivos de captura se baso en la apli-
cabilidad del modelo de entornos agricolas reales,
ya que su implementacion esta orientada a facilitar la
deteccidn de la enfermedad directamente en campo
mediante imagenes tomadas con estos dispositivos,
ademas de las limitaciones econdémicas con las que
se realizd el presente trabajo. El conjunto de image-
nes de plantas de papayo utilizado en este trabajo
fue recolectado manualmente de diversas huertas
ubicadas en la region de Coahuayana, Michoacan.
Las imagenes estaban distribuidas en dos categorias
distintas, todas a color y en tres tamanos diferentes:
2600x4624, 960x1280 y 1836x4080 pixeles, en for-
mato JPG.

El proceso de recoleccion de imagenes se llevd a
cabo alo largo de un semestre en huertas de tamano
moderado, asegurando la obtencién de un conjunto
de datos representativo de la variabilidad fenotipica
del papayo en distintas condiciones ambientales y de
desarrollo. Para garantizar una correcta clasificacion
de las imagenes, se empled la plataforma Roboflow,
la cual permitio realizar el etiquetado preciso de las
muestras, separandolas en categorias segun su es-
tado fitosanitario, la division del dataset fue aleatoria
dando lugar a 840 imagenes en entrenamiento, 240
en validacion y 120 en prueba, siguiendo las reco-
mendaciones de la plataforma.

= o N Jiolsitecs SN - i
Figura 3y 4. Ejemplares de papayo sano y papayo con presen-
cia del PRSV Anular en el Papayo.

Fuente: Elaboracién propia.

Preprocesamiento de iméagenes
Se llevd a cabo un preprocesamiento de las image-
nes con el objetivo de optimizar su calidad y adap-
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tarlas a los requerimientos del modelo de aprendi-
zaje profundo. Este proceso incluyo la aplicacion de
técnicas de aumento de datos aplicada al conjunto
de datos de entrenamiento, con ayuda de la plata-
forma Roboflow, para incrementar la diversidad del
conjunto de entrenamiento y mejorar la capacidad
de generalizacion del modelo. Entre las técnicas uti-
lizadas se encuentran la inversién horizontal (espe-
jado), rotacion con distintos angulos y ajustes en los
niveles de brillo, lo que permitido simular variaciones
en las condiciones de captura y mitigar posibles
sesgos en el entrenamiento. En la Figura 5 se mues-
tran las configuraciones empleadas en Roboflow.

Adicionalmente, todas las imagenes fueron redi-
mensionadas a una resolucion de 640 x 640 pixeles,
asegurando uniformidad en el conjunto de datos y
optimizando la eficiencia computacional durante la
fase de entrenamiento del modelo. Como resulta-
do de este proceso de aumento y estandarizacion,
se generod un conjunto de entrenamiento con 2,520
imagenes, lo que representa un incremento de 1,680
imagenes. Para evitar el sesgo del modelo no se
incluyeron imagenes con aumentacioén de datos en
el conjunto de validaciéon y pruebas.

Esta distribucion del conjunto de datos sigue las
mejores practicas en el desarrollo de modelos de
aprendizaje profundo, asegurando una evaluacion ri-
gurosa y representativa del desempeno del modelo
en la deteccién del PRSV en el papayo.
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Preprocessing Auto-Orient: Applied

Resize: Stretch to 640x640
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Brightness: Between -15% and +15%

Figura 5. Etiquetado, aumento de datos y division de dataset
con Roboflow.
Fuente: Elaboracién propia.

Hardware y Software utilizado

El proceso de entrenamiento, validacion y prueba
del modelo se llevd a cabo en un equipo de compu-
to con las especificaciones detalladas en la Tabla
1. Asimismo, la recopilacion de imagenes se reali-
z6 utilizando teléfonos celulares inteligentes cuyas
caracteristicas también se muestran en dicha tabla.
La informacion es relevante para comprender las
condiciones de captura de imagenes y los recur-
sos computacionales utilizados en el desarrollo del
modelo.
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Tabla 1. Caracteristicas de hardware del equipo de desarrollo.
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putacionales avanzados, incluyendo unidades de

Equipo Elemento Capacidad procesamiento grafico (GPU), lo que permite acele-
Memoria RAM | 16 GB rar significativamente el entrenamiento del modelo.
Disco Duro 480 GB Ademas, su integracion con Google Drive facilita el
Labto Procesador AMD Ryzen 5 5500U almacenamiento y la gestion de los datos sin la ne-
ptop @2.10GHz cesidad de infraestructura local adicional. La Tabla
Sistema Windows 2 se observan las caracteristicas de la maquina vir-
Operativo tual proporcionada por Google Colaboratory en su
Memoria RAM | 12 GB version gratuita, el uso de esta infraestructura en la
Disco Duro 512 GB nube permite entrenar el modelo de manera eficien-
Teléfono Snapdragon 8+ Gen 1 te sin requerir equipos locales de alto rendimiento,
Celular Procesador Mobile Plarform Octa- | garantizando asi un proceso de experimentacion
Inteligente 1 core Max 3.0GHz agil y escalable
& Camara 64 MP gy '
Sistema Android . o ;
Operativo Tabla 2. Cargf:tenshcas de la maquina virtual de Google Co-
Momoria RAM | 2GB laboratory utilizada.
Disco Duro 128 GB Recurso Especificacion
Teléfono Snapdragon 680 Octa- - -
Celular Procesador core Max 2 40GHz Sistema Operativo Ubuntu 20.04 LTS
Inteligente 2 A MP Unidad de ,
£ Cdmara 20 MP . Intel Xeon (2 nucleos,
Sistema Android Procesamiento 2.3GHz)
- ~2. z
Operativo Central (CPU)
Memoria RAM 6 GB ;
Teleh Disco Duro 256 GB Memoria RAM 12.7 GB
CZI?JIZ?O Procesador Apple A16 Bionic Unidad de
Inteligente 3 |-Camara 48 MP Procesamiento NVIDIA Tesla T4
Slstemg i0S Grafico
Operativo -
] ., . Memoria de la GPU 15GB
Fuente: Elaboracién propia. - -
Se utiliz6 Roboflow para automatizar varias etapas | Almacenamientoen | 112.6 GB de almacenamiento
del procesamienfo de imagenes, optimizando la Disco temporal
preparaciéon del dataset para su posterior uso en el | Entorno de Python 3.8+, Jupyter
modelo de aprendizaje profundo. Desarrollo Notebook integrado
Para la implementacién del modelo y el preproce- Conectividad Soporte para bibliotecas en.la
samiento del conjunto de datos, se eligid el len- nube y acceso a Google Drive

guaje de programacion Python debido a su amplia
compatibilidad con bibliotecas especializadas en
aprendizaje automatico y vision por computadora,
como Tensorflow, Keras, PyTorch y OpenCV. La
versatilidad de Python, junto con su extensa comu-
nidad de desarrollo, permitié la integracion eficiente
de diversas herramientas para el preprocesamien-
to, entrenamiento y evaluacion del modelo. La Figu-
ra 6 muesitra la linea de cédigo en Python empleada
para el entrenamiento del modelo.

lyolo task=classify mode=train model-yololin-cls.pt data=

epochs=35 imgsz-640

Figura 6. Proceso de entrenamiento del modelo YOLO11n-cls.
pt en Python.
Fuente: Elaboracién propia.

Dado que el procesamiento y entrenamiento del
modelo requiere un alto poder computacional vy
considerando las limitaciones de hardware locales,
se optd por utilizar Google Colaboratory como en-
torno de desarrollo en la nube. Google Colabora-
tory proporciona acceso gratuito a recursos com-

Fuente: Elaboracién propia.

Configuracién del modelo YOLO11n-cls.pt

Los hiperparametros utilizados en el modelo YO-
LOv11, detfallados en la Tabla 3, se basaron princi-
palmente en las configuraciones predeterminadas
del framework Ultralytics. Entre las adaptaciones
implementadas se destaca el ajuste del numero de
eépocas para equilibrar la convergencia del modelo
y evitar el sobreajuste, la seleccidon de la arquitec-
tura YOLOv1iIn-cls.pt optimizada para clasificacion,
y la infegracion de un conjunto de datos especia-
lizado compuesto por imagenes de papaya en dos
estados: asinfomatico e infectado por el PRSV. Esta
configuracién garantizo la reproducibilidad del ex-
perimento y se alined con los estandares metodolé-
gicos empleados en vision artificial para el diagnés-
tico de enfermedades vegetales. Dada la limitacion
de los recursos computacionales, se optd por hacer
uso de 35 épocas por el tiempo de ejecucion que
tarda en entrenarse el modelo, el cual fue de 1.277
horas.
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Tabla 3. Hipeparametros utilizados en el modelo YO-
LO11n-cls.pt.

Hiperparametro Valor

Task Classify

Mode Train

Epochs 35

Batch size 16

Model Yolol1n-cls.pt
Imgsize 640x640
Momentum 0.937
Optimizer Adam
Learning rate 0.01

Fuente: Elaboracioén propia.

RESULTADOS

Conjunto de datos de entrenamiento y validacién
Como se ilustra en las figuras 7, 8 y 9, el anélisis de
las curvas de entrenamiento y validacion evidencia
un comportamiento coherente del modelo YOLOv1
en la tarea de clasificacion fisiopatoldgica. La curva
de pérdida en entrenamiento exhibié una reduccion
monotoénica desde un valor inicial de 0.4 hasta al-
canzar una convergencia cercana a 0 (0.0) al finali-
zar las 30 épocas, reflejando una optimizacion efec-
tiva de los parametros del modelo.

val/loss

train/loss

0.7 A

—e— results
o614 0 e smooth

0.5
0.41 |
034 |
0.2 1

0.1

0 10 20 30 0 10 >0 an
metrics/accuracy_topl

0.95
0.90
0.85 |

0.80 1

0 10 20 30

Figura 7, 8 y 9. Pérdida y Accuracy en las fases de Entrena-
miento y Validacién del modelo YOLOv11.
Fuente: Elaboracién propia.

En contraste, la curva de pérdida en validacion
descendié de 0.7 a 0.1 durante el mismo periodo,
manteniendo una trayectoria paralela sin divergen-
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cias significativas, lo que sugiere una capacidad de
generalizacion robusta ante datos no observados
durante el entrenamiento. Complementariamente
la exactitud como métrica de evaluacién, demostré
un incremento progresivo desde un 80% hasta es-
tabilizarse arriba del 95% corroborando la eficacia
de la configuracion de hiperparametros implemen-
tada (resoluciéon espacial de 640 x 640 pixeles, ar-
quitectura YOLOT1In-cls.pt). Si bien estos resultados
indican un aprendizaje exitoso, la proximidad de la
pérdida de entrenamiento a valores minimos abso-
lutos justifica una evaluacion rigurosa de sobreajus-
te mediante un conjunto de pruebas independiente.

Métricas de evaluacion

Las métricas de evaluacion implementadas son las
siguientes: exactitud Ec.1, precision Ec.2, sensibilidad
Ec.3, especificidad Ec.4, y el F1 score Ec.b. Todas
las métricas se basan en la matriz de confusién [13].

Ace = TP + TN Ec. (1)
TP+ FN + TN + FP
Prc = —2 Ec. (2)
TP + FP
TP
SnS = o v N Ec. (3)
s _ TN
pc TN + FP Ec. (4)
F1score = 22rcsns Ec. (5)

Prc + Sns

Conjunto de datos de pruebas

El modelo demostré una capacidad predictiva ro-
busta en la identificacion del PRSV en tejidos de
la papaya, alcanzando una sensibilidad del 100%
(64/64 muestras infectadas correctamente clasifi-
cadas) en condiciones que el modelo nunca habia
visto en su etapa de entrenamiento y validacion. No
obstante, en la deteccién del tejido sano, se regis-
tré una especificidad del 92.68% (52/56 muestras
asinfomaticas identificadas con éxito), lo que sugie-
re la presencia de falsos positivos en un 7.14% de
los casos.

Finalmente, se obtuvo un 96.6% de exactitud y una
precisién del 94.12%. El F1 score obtenido fue del
96.96%, demostrando la fortaleza que posee el mo-
delo en la identificacion del PRSV.

CONCLUSIONES

Con base en la exactitud (accuracy) del 96.6% ob-
tenida en pruebas por el modelo YOLOv1, entre-
nado con un conjunto de datos de 2,880 imagenes
durante 35 épocas, se concluye que es capaz de
identificar con eficacia la presencia del PRSV en la
papaya tanto en los frutos como en las hojas de la
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planta. Ademas, la adecuada configuracién de los
hiperparametros del modelo permitié reducir el
costo computacional y prevenir problemas como el
sobreajuste.

En comparacién con el trabajo de Ajo Flores [8] el
modelo entrenado en el presente trabajo superd en
exactitud la solucién propuesta por el autor en un
10.68%. Por su parte, el modelo superd al modelo
entrenado por Hossen [7] en un 5.6% de exactitud,
lo cual se le atribuye a que en este trabajo se conté
con un dataset amplio y dedicado para la problema-
tica presentada.

El presente trabajo es un aporte relevante a la agri-
cultura local en el contfrol del PRSV a través de he-
rramientas modernas, ya que, pese a ser un virus
con mucho impacto en el cultivo de papaya, no es
un tema ampliamente abordado. Gracias a este tra-
bajo se ha logrado identificar y clasificar ejempla-
res danados por el PRSV con el fin de detectar y
erradicar esta amenaza en cualquier etapa del cul-
tivo, ademas el tiempo del proceso de revision de
las plantas que realizan los agricultores se podria
ver minimizado.

A pesar del buen desempeno alcanzado, el modelo
presenta ciertas limitaciones que deben ser consi-
deradas, entre ellas la posibilidad de probar el mo-
delo en ambientes con diferencias drasticas, puesto
que las condiciones de los huertos son similares, 1o
que puede causar resultados erroneos. A su vez, se
presenta la necesidad de validar el modelo con di-
ferentes ciclos de crecimiento y calidades de ima-
genes.

Como trabajo a futuro, se plantea la implementacion
del modelo generado en este frabajo en un aplica-
tivo movil que permita su uso en campo, y de esa
manera, ser una herramienta de apoyo para los agri-
cultores locales.
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